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Abstract

There are many new philosophical queries about the moral status and rights of artificial intelligences; questions such as whether such entities can be considered as morally responsible entities and as having special rights. Recently, the contemporary philosophy of mind philosopher, Eric Schwitzgebel, has tried to defend the possibility of equal rights of AIs and human beings (in an imaginary future), by designing a new argument (2015). In this paper, after an introduction, the author reviews and analyzes the main argument and then deals with four criticisms which Schwitzgebel himself has presented and rejected and ultimately, the author presents and explains two new critiques against the argument. According to the writer, though the argument regarding his new criticisms and some other probable critiques is not convincing, or at least needs to be corrected, however, it holds appeal and raises questions and may open a new horizon for future questions and researches.¹

¹ I consider it my duty to thank Tyler Burge (UCLA), Eric Schwitzgebel (University of California, Riverside), Sam Cumming (UCLA) and David Chalmers (New York University) for their beneficial conversations and emails regarding Schwitzgebel’s argument and the two final critiques. Also I am very grateful to the reviewers for the Journal of Philosophical Theological Research for their precise comments.
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Introduction
Along with the remarkable progress of science, varied types of super computers, robots and artificial intelligences have emerged. The science of artificial intelligence is still at the initial stages of its awesome path. But at its very beginning, it has inspired new philosophical, ethical and legal questions.

A group of these philosophical questions are moral ones. In such questions, the main focus is on moral considerations about robots and other similar beings. In principle, what moral status may AIs have? Do we have moral responsibility to robots? What is our responsibility towards robots? Can robots have rights similar to animals and humans? Can robots be considered as moral or amoral agents as well? While we are designing and programming robots, should we assume that they have a moral responsibility for their operations and their consequences?

Recently, some philosophers of mind (such as Schwitzgebel: 2015) and Mara Garza have tried to provide an argument (with the title: “No Relevant Difference”) in defense of AI rights. The author seeks to first describe and review the argument and then to criticize it. The “No Relevant Difference” argument has two versions and the main controversy is about the second one.

The second version: The similarity of the moral status of human and AIs

Premise 1. If Entity A deserves some particular degree of moral consideration and Entity B does not deserve that same degree of moral consideration, there must be some relevant difference between the two entities that creates the foundation of this difference in their moral status.

Premise 2. There are possible AIs who do not differ in any such relevant or involved respects in the discussion, from human beings and their rights are similar to those of human beings.

Conclusion
Therefore, there are possible AIs who deserve a degree of moral consideration similar to that of human beings.

The most important critique against the argument is the supposed “possibility” of some particular beings in the second challenging premise of the argument. Many matters which can be considered epistemologically possible (in terms of their conceivability) are in fact impossible metaphysically and in the external world. There is an important distinction between genuine possibility and conceivability. If we really want to discover whether the property or state we are conceiving as possible to be realized in the world, is really a possible one or not,
we need to reasons which mostly depend on our scientific and empirical knowledge. Although conceivability can be a method for discovering metaphysical possibles and impossibles, nevertheless, it is fallible and can show possibles as impossible and vice versa.

I think that Schwitzgebel, and Garza have mixed up the two kinds of possibility regarding the possibility of the emergence of AIs who have the same psychological states as that of humans, without having a human body. Based on epistemic possibility, it can be conceived or imagined that it is possible that some robots, without having any human body, can have psychological states such as phenomenal consciousness, free will, feeling, introspection and so on. But considering possible metaphysical worlds which are more limited than conceivable possible worlds, we find that such beings are not metaphysically possible. My claim is that it is not metaphysically possible that a being can have human psychological properties but is not human.
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